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Abstract
We revisit the issue of conservation of magnetic helicity
and theWoltjer-Taylor relaxation theory in magnetohydro-
dynamics (MHD) in the context of weak solutions. We
introduce a relaxed system for the ideal MHD system,
which decouples the effects of hydrodynamic turbulence
such as the appearance of a Reynolds stress term from
the magnetic helicity conservation in a manner consistent
with observations in plasma turbulence. As by-products we
answer two open questions in the field:We show the sharp-
ness of the 𝐿3 integrability condition for magnetic helicity
conservation and provide turbulent bounded solutions for
ideal MHD dissipating energy and cross helicity but with
(arbitrary) constant magnetic helicity.

1 INTRODUCTION

In this paper we consider the system of ideal magnetohydrodynamics (MHD in short), which
couples the incompressible Euler equations with the Faraday-Maxwell system via Ohm’s law.
The MHD system, with nonzero viscosity and magnetic resistivity, is used in modelling electri-
cally conducting fluids such as plasmas and liquid metals (see [26] and [38]). The ideal MHD
system, where kinematic viscosity and magnetic diffusivity are set to zero, contains a wealth of
mathematical structure [4] and can be written as

𝜕𝑡𝑢 + 𝑢 ⋅ ∇𝑢 − 𝐵 ⋅ ∇𝐵 + ∇𝑝 = 0,

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and
reproduction in any medium, provided the original work is properly cited.
© 2023 The Authors. Communications on Pure and Applied Mathematics published by Courant Institute of Mathematics and Wiley
Periodicals LLC.

Comm. Pure Appl. Math. 2024;77:2387–2412. wileyonlinelibrary.com/journal/cpa 2387

mailto:daniel.faraco@uam.es
http://creativecommons.org/licenses/by/4.0/
https://wileyonlinelibrary.com/journal/cpa
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fcpa.22168&domain=pdf&date_stamp=2023-10-08


2388 FARACO et al.

𝜕𝑡𝐵 + 𝑢 ⋅ ∇𝐵 − 𝐵 ⋅ ∇𝑢 = 0,

∇ ⋅ 𝑢 = ∇ ⋅ 𝐵 = 0, (1.1)

Moreover, in analogy with the role of the incompressible Euler equations for hydrodynamical
turbulence [13, 36], the ideal system is relevant in the inviscid, irresitive “turbulent” limit in the
context of weak solutions [10, 18].
A key question concerning weak solutions is to understand the correct space in which to for-

mulate the problem. This question is closely related to the issue of anomalous dissipation and
conservation of energy. Let us recall the conserved quantities. It is well known that energy and
cross helicity are conserved by smooth solutions whereas magnetic helicity is preserved by turbu-
lent solutions (see Section 1.2 for the precise function spaces). To avoid technical issues concerning
the topology of the domain and boundary conditions, we will work in the 3D periodic setting 𝕋3.
Identical arguments are valid for simply connected magnetically closed domains. For a definition
of magnetic helicity in domains with non-trivial topology see [34].

1.1 Weak solutions

The ideal MHD system is obtained by combining the Euler system for ideal incompressible fluids
driven by a magnetic field

𝜕𝑡𝑢 + div(𝑢 ⊗ 𝑢 − 𝐵 ⊗ 𝐵 + 𝑝 Id) = 0, (1.2a)

∇ ⋅ 𝑢 = 0 (1.2b)

with the Faraday-Maxwell system

𝜕𝑡𝐵 + ∇ × 𝐸 = 0, (1.3a)

∇ ⋅ 𝐵 = 0, (1.3b)

with constitutive law given by Ohm’s law for perfectly conducting fluids

𝐸 = 𝐵 × 𝑢. (1.4)

In the formulation (1.2)–(1.4) it is apparent that solutions in the sense of distributions can be
defined for 𝑢, 𝐵 ∈ 𝐿2

𝑙𝑜𝑐
.

1.2 Conserved quantities

Formally, the Euler system (1.2) together with (1.3b) leads to the balance equations

1

2
𝜕𝑡
(|𝑢|2 + |𝐵|2) + div

(
𝑢
(
𝑝 +

1

2
(|𝑢|2 + |𝐵|2)) − 𝐵(𝑢 ⋅ 𝐵)) = 0, (1.5a)

𝜕𝑡(𝑢 ⋅ 𝐵) + div
(
𝐵
(
𝑝 −

1

2
(|𝑢|2 + |𝐵|2)) + 𝑢(𝑢 ⋅ 𝐵)) = 0. (1.5b)
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RELAXATION OF IDEAL MHD 2389

In integrated form these imply conservation of total energy and cross helicity, where

(𝑢, 𝐵) = 1

2 ∫𝕋3 |𝑢|2 + |𝐵|2 𝑑𝑥, (1.6a)

(𝑢, 𝐵) = ∫
𝕋3
𝑢 ⋅ 𝐵 𝑑𝑥. (1.6b)

Next, define the magnetic vector potential 𝐴 = curl−1𝐵, defined uniquely on 𝕋3 by applying the
Biot-Savart law to the system

curl𝐴 = 𝐵, (1.7a)

div𝐴 = 0. (1.7b)

Then formally the Faraday-Maxwell system (1.3) leads to

𝜕𝑡(𝐴 ⋅ 𝐵) + div(𝐸 × 𝐴 − 𝑓𝐵) = −2𝐵 ⋅ 𝐸, (1.8)

where 𝑓 is a scalar function acting as “electric scalar potential” in the sense that from (1.3a) we
obtain

𝜕𝑡𝐴 + 𝐸 = ∇𝑓, (1.9)

see for example [23, Lemma 2.3]. Using (1.4), from (1.8) we deduce conservation of magnetic
helicity

(𝐵) ∶= ∫
𝕋3
𝐴 ⋅ 𝐵 𝑑𝑥.

Indeed, in manifolds with no boundary helicity is a gauge invariant property of the 𝑛 − 1 form
induced by 𝐵–see the book [4] and [3] for the precise topological meaning of helicity in relation
with the asymptotic Hopf invariant.
Concerning weak solutions, an analogous development to the pure hydrodynamic case (𝐵 = 0)

has led to the following Onsager-type criteria for conservation, formulated in terms of spa-
tial Besov spaces: in [10] is is shown that energy and cross helicity are conserved as long as
𝑢, 𝐵 ∈ 𝐶([0, 𝑇[; 𝐵𝛼3,∞) for 𝛼 > 1∕3, and the end-point result 𝑢, 𝐵 ∈ 𝐿3𝑡 𝐵

1∕3
3,𝑐0

is shown in [29] by
closely following [11]. Magnetic helicity, in contrast, is already conserved if 𝑢, 𝐵 ∈ 𝐶([0, 𝑇]; 𝐵𝛼3,∞)

for 𝛼 > 0 [10] or 𝑢, 𝐵 ∈ 𝐿3(𝕋3 × [0, 𝑇]) as shown by Kang and Lee in [29]. For magnetic helicity
conservation in related models see for example [15]. There is also a wealth of function spaces in
which the regularity is distributed differently in 𝑢, 𝐵 for which cross helicity or energy is pre-
served. Such conservation results lead to the natural flexible side of Onsager-type conjectures for
Hölder continuous solutions, see for example [9, Conjecture 2.10]. In this regard our Corollary 1.3
below shows the flexibility in the realm of 𝐿∞ solutions (for previous works see [8] and [23] for
null magnetic helicity). The remarkable robustness of magnetic helicity as a conserved quantity
is reflected in simulations and experiments, as we next briefly discuss.
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2390 FARACO et al.

1.3 Magnetic helicity, Woltjer-Taylor relaxation and magnetic
reconnection

Woltjer proposed magnetic helicity conservation as an explanation of the observation that var-
ious astrophysical plasmas tend to evolve toward a force-free state ∇ × 𝐵 = 𝛼𝐵 [42]. A similar
relaxation process also occurs in many laboratory settings, even if the inital state of the system is
turbulent [37]. Woltjer suggested the variational problem of minimizing total energy under the
constraint that magnetic helicity is fixed, and he computed formally that the minimizers are,
indeed, force-free (see also [31]).Moffatt [35] interpretedmagnetic helicity topologically and noted
that, furthermore, subhelicities over magnetically closed Lagrangian subvolumes are conserved
(by smooth solutions). This abundance of conserved quantities is, however, seemingly at odds
with the observed relaxation of turbulent plasmas [37].
Nevertheless, an important aspect of ideal MHD, or MHD with very low resistivity, is that the

regime is consistent with turbulence and in particular magnetic reconnection can cause the non-
conservation of subhelicities. Taylor conjectured in [41] that in the presence of slight resistivity,
subhelicity conservation would break down but magnetic helicity in the whole domain would
nevertheless be approximately preserved (see [6, 21, 22] formathematical confirmation of the latter
hypothesis).
Taylor’s ensuing relaxation theory (an archetypical example of self-organization [27]) revis-

its Woltjer’s variational problem for magnetic energy emphasizing that magnetic reconnection
would be responsible for energy dissipation but magnetic helicity should be kept fixed. It is
a matter of discussion in the physics literature ([18] e.g.) what patterns of the MHD equa-
tion should prevail in the macroscopic variables compatible with magnetic reconnection and
indeed under which circumstances Taylor relaxation theory is valid. We look at this issue from
the perspective of mathematical relaxation, whichwe next describe; see the review [24] for amore
thorough discussion.

1.4 Relaxation

In the context of nonlinear PDE arising in continuum physics, mathematical relaxation has
become an indispensable tool in large part due to the pioneering work of L. Tartar in the
1970–80s (e.g. [39, 40]). A key point in Tartar’s program is to study the behaviour of (in gen-
eral nonlinear) constitutive relations under weak convergence in combination with differential
constraints arising from conservation laws. Weak limits can be interpreted as a deterministic
analogue of averaging or coarse-graining, and thus, in many cases of interest, one is able to
obtain ’averaged’ constitutive relations. An indispensable and powerful tool in this program is
compensated compactness.
A standard example, treated for instance in [40], is the Maxwell system of electromagnetism.

In particular for the Faraday-Maxwell system (Maxwell equations in vacuum) it is shown that
𝐵 ⋅ 𝐸 is a weakly continuous quantity where 𝐸, 𝐵 have the natural integrability conditions. A par-
ticularly elegant way of seeing this is by using space-time differential forms - Tartar attributes
this observation to J. Robbin: The Faraday-Maxwell system (1.3) can be equivalently formulated
for the Faraday 2-form (mistakenly called the Maxwell 2-form in [23]) 𝜔 ∈ Λ2(ℝ4), related to the
magnetic and electric fields 𝐵, 𝐸 via

𝜔 = 𝐵1𝑑𝑥2 ∧ 𝑑𝑥3 + 𝐵2𝑑𝑥3 ∧ 𝑑𝑥1 + 𝐵3𝑑𝑥1 ∧ 𝑑𝑥2 + 𝐸1𝑑𝑥1 ∧ 𝑑𝑡 + 𝐸2𝑑𝑥2 ∧ 𝑑𝑡 + 𝐸3𝑑𝑥3 ∧ 𝑑𝑡

(1.10)
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RELAXATION OF IDEAL MHD 2391

as

𝑑𝜔 = 0. (1.11)

The corresponding potential 1-form 𝛼 can be written as

𝛼 = 𝐴1𝑑𝑥1 + 𝐴2𝑑𝑥2 + 𝐴3𝑑𝑥3 + 𝑓𝑑𝑡, (1.12)

so that 𝜔 = 𝑑𝛼 is equivalent to (1.7a) and (1.9).
In this formalism 𝜔 ∧ 𝜔 = 0 is equivalent to orthogonality of the electric and magnetic fields

([23, Section 5.3] or [40]). Noting that then 𝑑(𝛼 ∧ 𝜔) = 𝜔 ∧ 𝜔, a simple argument using integration
by parts and Sobolev embedding shows that 𝜔 ∧ 𝜔 is weakly continous in appropriate function
spaces. Since in the MHD system we have 𝐸 = 𝐵 × 𝑢, the pointwise identity

𝐵 ⋅ 𝐸 = 0 (1.13)

must be satisfied in the relaxation of MHD (the set of weak limits of solutions to MHD).
A central aspect of this paper is to understand what happens with the compensated compact-

ness quantity 𝐵 ⋅ 𝐸 below the integrability threshold where𝐵 ⋅ 𝐸 is weakly continuous. The recent
constructions of irregular Jacobians (determinants of gradientmaps and a prototype of differential
forms) are particularly relevant for us, see for example [2, 25, 28, 33].
Note that (1.13) is a consequence ofOhm’s law (1.4) but not vice versa – indeed, a key observation

of our analysis is that (1.13) can be thought of as a suitable relaxation of (1.4), sufficiently strong to
retain conservation of magnetic helicity but consistent with scenarios of magnetic reconnection
and Woltjer-Taylor relaxation (compare again with [18]).
In the context of weak solutions, it is easy to see using Sobolev embedding that magnetic helic-

ity (𝐵) is well-defined provided 𝐵 ∈ 𝐿3∕2(𝕋3). Moreover, recall that whenever 3∕2 ≤ 𝑝 < ∞,
solutions (𝐸, 𝐵) of the Faraday-Maxwell system (1.3) with 𝐵 ⋅ 𝐸 = 0 satisfy

(𝐵, 𝐸) ∈ 𝐿𝑝 × 𝐿𝑝
′
(𝕋3 × [0, 𝑇]) ⟹ (𝐵)(𝑡) = (𝐵)(0) a.e. 𝑡 > 0

[23, Theorem 2.2]. Our first result, Theorem 1.1 below, in this paper shows the sharpness of this
statement. Combining this result with the techniques introduced in [23], we are able to ’lift’
solutions of the Faraday-Maxwell system to the full MHD system in two ways:

(i) First, in the context of bounded weak solutions we show the existence of weak solutions
with arbitrary (constant in time) magnetic helicity and at the same time arbitrary time
development of energy and cross-helicity - see Corollary 1.3;

(ii) Secondly, we show the sharpness of the criteria for magnetic helicity conservation by Kang-
Lee [29]; namely, the existence of weak solutions uniformly-in-time in the spatial Lorentz
space 𝐿3,∞ which do not conserve magnetic helicity - see Corollary 1.4.

1.5 Main results

In order to be able to precisely state our main results, we fix some basic terminology and notation
that will be used throughout the paper.
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2392 FARACO et al.

∙ Spatial domains: Ω ⊂ 𝕋3 or Ω ⊂ ℝ3 denotes a bounded open spatial subset whose boundary
𝜕Ω has zero Lebesgue measure;

∙ Space-time domains: 𝑄 ⊂ 𝕋3 × ℝ or 𝑄 ⊂ ℝ3 × ℝ denotes a bounded open subset of space-
time whose space-time boundary 𝜕𝑄 has zero 4D Lebesgue measure;

∙ Time slices: Given a space-time domain 𝑄, for any fixed time 𝑡 the set 𝑄(𝑡) denotes the time-
slice of 𝑄, that is 𝑄(𝑡) = {𝑥 ∶ (𝑥, 𝑡) ∈ 𝑄}.

∙ Lebesgue measure: We will frequently use the notation |𝐴| to denote Lebesgue measure of
the set𝐴 of appropriate dimension. Thus, |𝑄| and |𝜕𝑄| refer to 4D Lebesgue measure, whereas|Ω|, |𝑄(𝑡)| and |𝜕Ω| to 3D Lebesgue measure.

∙ Piecewise constant fields: A vector field 𝑣 ∶ 𝑄 → ℝ3 is said to be piecewise constant if there
exists a countable family of pairwise disjoint open subdomains {𝑄𝑖}𝑖 such that |𝑄 ⧵⋃𝑖

𝑄𝑖| = 0

and 𝑣|𝑄𝑖 is constant for each 𝑖.
∙ Function spaces: The usual Lebesgue spaces will be denoted by 𝐿𝑝(Ω) or 𝐿𝑝(𝑄), respect-
ing the convention above that Ω is a spatial domain and 𝑄 a space-time domain. Appropriate
Lebesgue spaces of vector fields will be denoted by 𝐿𝑝(Ω;ℝ3) or 𝐿𝑝(𝑄;ℝ3). The weak 𝐿𝑝 spaces
of Marcinkiewicz will be referred to in the Lorentz notation 𝐿𝑝,∞(Ω).

Our first main result shows that below the critical integrability, we can restore condition (1.13)
for arbitrary piecewise constant solutions to the Faraday-Maxwell system without being forced to
have constant magnetic helicity.

Theorem 1.1. Let (𝐵, 𝐸) ∈ 𝐿∞(𝕋3 × [0, 𝑇]) be a pair of piecewise constant vector fields solving the
Faraday-Maxwell system (1.3) in the sense of distributions, and let 𝑝, 𝑝′ Hölder-dual exponents with
3∕2 < 𝑝 < ∞. Then there exist piecewise constant vector fields 𝐵, 𝐸 ∈ 𝐿1(𝕋3 × [0, 𝑇]) solving (1.3)
with

𝐵 ∈ 𝐿∞(0, 𝑇; 𝐿𝑝,∞(𝕋3)), 𝐸 ∈ 𝐿∞(0, 𝑇; 𝐿𝑝
′,∞(𝕋3))

such that 𝐵 ⋅ 𝐸 = 0 for a.e. (𝑥, 𝑡) and

(𝐵)(𝑡) = (𝐵)(𝑡) for a.e. 𝑡.
The proof, presented in Section 2, relies on an anisotropic version of convex integration in 𝐿𝑝

through staircase laminates from [1, 19] which might be of independent interest.
Our second main result states that orthogonal solutions of the Faraday-Maxwell system can be

“lifted” to weak solutions of the full ideal MHD system (1.1) whilst preserving integrability.

Theorem 1.2. There exists a geometric constant𝑀0 > 0 with the following property.
Let 𝐵 ∈ 𝐿∞(0, 𝑇; 𝐿2(𝕋3))) and 𝐸 ∈ 𝐿∞(0, 𝑇; 𝐿1(𝕋3))) be a pair of piecewise constant vector fields

solving the Faraday-Maxwell system (1.3) in the sense of distributions and such that 𝐸 ⋅ 𝐵 = 0.
Let {𝑄𝑖} be a countable family of pairwise disjoint open sets on each of which 𝐵, 𝐸 are constant,

and let 𝜁+, 𝜁− ∈ 𝐿∞(0, 𝑇; 𝐿1(𝕋3)) such that 𝜁+, 𝜁− ∈ 𝐶(𝑄𝑖) for each 𝑖 and

𝑀0(|𝐵|2 + |𝐸|) ≤ min{𝜁2+, 𝜁
2
−} for a.e. (𝑥, 𝑡) ∈ 𝕋3 × [0, 𝑇].

Then there exists a weak solution (𝑢, 𝐵) ∈ 𝐿∞([0, 𝑇]; 𝐿2(𝕋3)) of (1.1) such that

|𝐵 + 𝑢| = 𝜁+ and |𝐵 − 𝑢| = 𝜁− a.e. (𝑥, 𝑡) (1.14a)
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RELAXATION OF IDEAL MHD 2393

and

(𝐵)(𝑡) = (𝐵)(𝑡) a.e. 𝑡. (1.14b)

The proof, presented in Section 3, is an extension of our previous paper [23], where we adapted
the convex integration scheme from [16] to be compatible with the non-linear constraint (1.13).
Theorem 1.2 suggests that, at least at the level of merely bounded weak solutions, the dynamics

of ideal MHD is determined entirely by the behaviour of the Faraday-Maxwell system together
with the condition (1.13) replacing (1.4) - thus providing a satisfactory mathematical relaxation of
the full ideal MHD system.
There are two particular consequences of this result: First, we have a natural extension of the

main result from [23] (existence of bounded solutions which violate energy and cross helicity
conservation) to initial data with arbitrary (a fortiori constant) magnetic helicity:

Corollary 1.3. There exists a geometric constant𝑀 > 0 with the following property.
Let ℎ ∈ ℝ and suppose 𝑒, 𝑤 ∈ 𝐶([0, 𝑇]) with 𝑒(𝑡) − |𝑤(𝑡)| > 𝑀|ℎ| for all 𝑡. Then there exists a

weak solution (𝑢, 𝐵) ∈ 𝐿∞(𝕋3 × [0, 𝑇]) of (1.1) such that

(𝑢, 𝐵)(𝑡) = 𝑒(𝑡), (𝑢, 𝐵)(𝑡) = 𝑤(𝑡) for a.e. t (1.15)

and

(𝐵)(𝑡) = ℎ for a.e. t. (1.16)

Secondly, we show sharpness of the Kang-Lee result.

Corollary 1.4. There exist weak solutions of ideal MHD with

𝑢, 𝐵 ∈ 𝐿∞(0, 𝑇; 𝐿3,∞(𝕋3)),

such that neither magnetic helicity, nor energy or cross-helicity are conserved in time.

The proofs of these corollaries are quite simple, and will be presented in Section 4. Corollary 1.4
should be compared with [5, 21]. In [21] it was shown that magnetic helicity is conserved by those
solutions of ideal MHDwhich arise as inviscid, non-resistive weak limits of Leray-Hopf solutions.
Opposite to this result, in [5] it was shown that general 𝐿∞𝑡 𝐿

2
𝑥 solutions (in fact 𝐶𝑡𝐻

𝛽
𝑥 for 0 < 𝛽 ≪

1) of ideal MHD need not preserve magnetic helicity. In [32], the regularity 𝐻𝛽 ∩ 𝐿
𝛾
𝑡 𝑊

𝑠,𝑝
𝑥 was

reached, where 𝑠 ∈ [0, 3∕2) and 𝑝, 𝛾 ∈ [1,∞) with 𝑠 < 2∕𝑝 + 1∕𝛾 − 3∕2. Corollary 1.4 solves the
flexible part of [9, Conjecture 11] (in the 𝐿𝑝 scale).

2 WEAK SOLUTIONS OF THE FARADAY-MAXWELL SYSTEM

The purpose of this section is to develop a version of convex integration for the Faraday-Maxwell
system

𝜕𝑡𝐵 + ∇ × 𝐸 = 0,

∇ ⋅ 𝐵 = 0, (2.1)
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2394 FARACO et al.

and in particular to prove Theorem 1.1, that is, construct weak solutions (𝐵, 𝐸)with 𝐵 ⋅ 𝐸 = 0 a.e.,
which do not conserve magnetic helicity. Convex integration in 𝐿𝑝 in relation with integrabil-
ity issues was introduced in [1], based on the staircase laminates from [19]. Such constructions
have turned out be useful in a number of problems [12, 20] particularly to obtain lower bounds
for singular integrals [7] but have never appeared in the hydrodynamics context. As 𝐵 ⋅ 𝐸 is a
compensated compactness quantity, our result is inspired by construction of gradients of homeo-
morphisms with vanishing Jacobian determinant. In fact, those were inspired by the construction
of very weak solutions to elliptic equations [1, 20]. Notice that such constructions can only exist in
function spaces where the corresponding compensated compactness quantity is no longer weakly
continuous. Thus, the dichotomy betweenweak compactness and rigidity versus lack of compact-
ness and flexible convex integration solution arises once more. Let us further emphasize that the
construction here is anisotropic, and thus is based in a curvy staircase laminate which is a new
feature in the literature. The known convex integration constructions applied to such curvy lam-
inates yield 𝐿3,∞𝑥,𝑡 solutions. In order to achieve 𝐿∞𝑡 𝐿

3,∞
𝑥 , it is needed to control what happens at

almost every time slice. The innovations introduced in the paper to deal with this issue are also
of potential use elsewhere.
In modifying piecewise constant vector fields (𝐵, 𝐸) ∶ 𝑄 → ℝ3 × ℝ3 with div 𝐵 = 0 and 𝜕𝑡𝐵 +

curl 𝐸 = 0, a typical situation is as follows. Suppose 𝑄0 ⊂ 𝑄 is a subdomain where (𝐵(0), 𝐸(0)) =
(𝐵0, 𝐸0) are constant. We wish to “replace” the constant value (𝐵0, 𝐸0) by another pair of vector
fields (𝐵, 𝐸) ∶ 𝑄0 → ℝ3 × ℝ3 such that the “glued” vector fields, defined by

(𝐵(1), 𝐸(1)) =

{
(𝐵0, 𝐸0) outside 𝑄0
(𝐵, 𝐸) in 𝑄0

still satisfy div𝐵(1) = 0 and 𝜕𝑡𝐵(1) + curl𝐸(1) = 0. It is easy to check that, in general, a necessary
and sufficient condition for this is that

The extensions (𝐵, 𝐸) =

{
(𝐵0, 𝐸0) outside 𝑄0
(𝐵, 𝐸) in 𝑄0

satisfy (2.1) in′(ℝ4). (2.2)

2.1 The basic staircase

We start by constructing a discrete “staircase” laminate in the plane ℝ2. Recall that laminates in
the plane are defined with respect to separate convexity, that is corresponding to the wave cone
{(𝑥, 𝑦) ∈ ℝ2 ∶ 𝑥 = 0 or 𝑦 = 0}.

Lemma 2.1. Let 1 < 𝑝 < ∞. For any 𝑛 ∈ ℕ and 𝛽 > 1 we define

𝜇𝑛 =

𝑛−1∑
𝑘=0

[
𝜆
(𝑘)
1 𝛿(0,𝛽𝑘(𝑝−1)) + 𝜆

(𝑘)
2 𝛿(𝛽𝑘+1,0)

]
+ 𝛾(𝑛)𝛿(𝛽𝑛,𝛽𝑛(𝑝−1)),

where

𝜆
(𝑘)
1 =

(
1 −

1

𝛽

)
𝛾𝑘, 𝜆

(𝑘)
2 =

1

𝛽

(
1 −

1

𝛽𝑝−1

)
𝛾𝑘, 𝛾(𝑘) = 𝛽−𝑘𝑝. (2.3)

Then 𝜇𝑛 is a laminate onℝ2 with barycenter (1,1).
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RELAXATION OF IDEAL MHD 2395

F IGURE 1 The basic curvy staircase laminate. Vertical and horizontal lines stand for wave cone directions.
The size of the steps is not constant.

Proof. The proof is by induction on 𝑛. The case 𝑛 = 0 is trivial, since 𝜇0 = 𝛿(1,1). The inductive
step 𝑛 ↦ 𝑛 + 1 proceeds by the following splitting procedure:

𝛿(𝛽𝑛,𝛽𝑛(𝑝−1)) ↦
(
1 −

1

𝛽

)
𝛿(0,𝛽𝑛(𝑝−1)) +

1

𝛽
𝛿(𝛽𝑛+1,𝛽𝑛(𝑝−1))

↦
(
1 −

1

𝛽

)
𝛿(0,𝛽𝑛(𝑝−1)) +

1

𝛽

(
1 −

1

𝛽𝑝−1

)
𝛿(𝛽𝑛+1,0) +

1

𝛽𝑝
𝛿(𝛽𝑛+1,𝛽(𝑛+1)(𝑝−1)). (2.4)

Thus, we obtain 𝛾(𝑛+1) = 1

𝛽𝑝
𝛾(𝑛). Combined with 𝛾1 = 1 we obtain 𝛾(𝑛) = 𝛽−𝑛𝑝. The expressions

for 𝜆(𝑘)1 and 𝜆(𝑘)2 are analogous. □

Now given vectors 𝐵0, 𝐸0 we can embed the two dimensional laminate in the plane spanned by
them.

Corollary 2.2. For any 1 < 𝑝 < ∞, any 𝛽 > 1, any (𝐵0, 𝐸0) ∈ ℝ3 × ℝ3 and any 𝑛 ∈ ℕ the
probability measure

𝑛−1∑
𝑘=0

[
𝜆
(𝑘)
1 𝛿(0,𝛽𝑘(𝑝−1)𝐸0) + 𝜆

(𝑘)
2 𝛿(𝛽𝑘+1𝐵0,0)

]
+ 𝛾(𝑛)𝛿(𝛽𝑛𝐵0,𝛽𝑛(𝑝−1)𝐸0),

with 𝜆(𝑘)1 , 𝜆(𝑘)2 , 𝛾(𝑘) defined as in (2.3), is a laminate on ℝ3 × ℝ3 with respect to the wave cone Λ =

{(𝐵, 𝐸) ∶ 𝐵 ⋅ 𝐸 = 0}, with barycenter (𝐵0, 𝐸0) (Figure 1).
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2396 FARACO et al.

2.2 Basic construction

Here we recall and appropriately adapt the basic so called “roof-construction” for localized plane-
waves, see for example [30]. in the following we denote by Lip0(𝑄) the set of Lipschitz functions
on 𝑄 such that 𝑓 = 0 on 𝜕𝑄.

Lemma 2.3. Let 𝐵1, 𝐸1, 𝐵2, 𝐸2 ∈ ℝ3 with (𝐵2 − 𝐵1) ⋅ (𝐸2 − 𝐸1) = 0 and 𝜆1, 𝜆2 ∈ (0, 1) with 𝜆1 +
𝜆2 = 1. For any open bounded domain 𝑄 ⊂ ℝ4 with |𝜕𝑄| = 0 and any 𝑟, 𝜀 > 0 there exist piecewise
constant vector fields 𝐵, 𝐸 ∈ 𝐿∞(𝑄;ℝ3) satisfying (2.1) and the boundary conditions given by

(𝐵0, 𝐸0) = 𝜆1(𝐵1, 𝐸1) + 𝜆2(𝐵2, 𝐸2)

in the sense of (2.2), with the following properties:

∙ 𝑄 admits a pairwise disjoint decomposition

𝑄 = 𝑄(1) ∪ 𝑄(2) ∪ 𝑄(𝑒𝑟𝑟𝑜𝑟) ∪ (2.5a)

where a nullset, 𝑄(1), 𝑄(2) and 𝑄(𝑒𝑟𝑟𝑜𝑟) are open sets where (𝐵, 𝐸) is locally constant, and such
that (𝐵, 𝐸) = (𝐵𝑖, 𝐸𝑖) in 𝑄𝑖 , 𝑖 = 1, 2 and |𝐵 − 𝐵0| + |𝐸 − 𝐸0| < 𝑟 in 𝑄(𝑒𝑟𝑟𝑜𝑟).

∙ For 𝑖 = 1, 2 and any 𝑡 ∈ ℝ

|𝑄(𝑒𝑟𝑟𝑜𝑟)(𝑡)| + 1

𝜆𝑖
|𝑄(𝑖)(𝑡)| ≤ (1 + 𝜀)|𝑄(𝑡)| (2.5b)

and moreover

|𝑄(𝑒𝑟𝑟𝑜𝑟)| ≤ 𝜀|𝑄|. (2.5c)

∙ There exists a vector potential 𝐴̃ ∈ 𝐿𝑖𝑝0(𝑄) with

𝐵0 + curl𝐴̃ = 𝐵 and |𝐴̃| ≤ 𝜀. (2.5d)

Proof. Let 𝐵̄ = 𝐵2 − 𝐵1 and 𝐸̄ = 𝐸2 − 𝐸1. Since 𝐵̄ ⋅ 𝐸̄ = 0, there exist vectors 𝜉, 𝜂 ∈ ℝ3 with |𝜉| =|𝜂| = 1 such that

𝐵̄ = |𝐵̄|𝜉 × 𝜂, 𝐸̄ = |𝐸̄|𝜉.
Let us now consider first a polyhedral spatial domain Ω and space-time domain of the form

𝑄 = Ω× (𝑡0, 𝑡1). (2.6)

Define

𝐸(𝑥, 𝑡) = 𝐸0 + 𝐸̃ = 𝐸0 + |𝐸̄|∇𝑓𝑁(𝑥, 𝑡) − |𝐵̄|𝜕𝑡[𝜂𝑓(𝑥, 𝑡)],
𝐵(𝑥, 𝑡) = 𝐵0 + 𝐵̃ = 𝐵0 + |𝐵̄|curl (𝜂𝑓𝑁(𝑥, 𝑡)) = 𝐵0 + |𝐵̄|∇𝑓(𝑥, 𝑡) × 𝜂,

where

𝑓𝑁(𝑥, 𝑡) = min
{
𝑟dist(𝑥, 𝜕Ω), 𝑓𝑝𝑁(𝑥, 𝑡)

}
𝑓
𝑝
𝑁(𝑥, 𝑡) = min

{
𝑟(𝑡 − 𝑡0)+, 𝑟(𝑡1 − 𝑡)+,

1

𝑁
ℎ(𝑁𝑥 ⋅ 𝜉)

}
,
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RELAXATION OF IDEAL MHD 2397

and ℎ ∶ ℝ → ℝ is a 1-periodic non-negative Lipschitz function with ℎ′(𝑠) ∈ {−𝜆2, 𝜆1} for a.e. 𝑠 ∈
ℝ. Observe that for every 𝑡 the function 𝑥 ↦ 𝑓

𝑝
𝑁(𝑥, 𝑡) is a periodic piecewise affine Lipschitz

function such that

∇𝑓
𝑝
𝑁(𝑥, 𝑡) ∈ {0, −𝜆2𝜉, 𝜆1𝜉} a.e. 𝑥 (2.7)

with respective volume fractions 𝜇(𝑡), 𝜆1(1 − 𝜇(𝑡)), 𝜆2(1 − 𝜇(𝑡)), relative to one period.
SinceΩ is a polygonal domain, 𝑓𝑁 is piecewise affine. Thus, by definition, there exists an open

subset 𝑄̊ ⊂ 𝑄 such that |𝑄 ⧵ 𝑄̊| = 0 and 𝑓𝑁 is locally affine (as well as∇𝑓𝑁 is locally constant) in
𝑄̊. Let us define = 𝑄 ⧵ 𝑄̊,

𝑄(1) =
{
(𝑥, 𝑡) ∈ 𝑄̊∶∇𝑓𝑁(𝑥, 𝑡) = −𝜆2𝜉

}
,

𝑄(2) =
{
(𝑥, 𝑡) ∈ 𝑄̊∶∇𝑓𝑁(𝑥, 𝑡) = 𝜆1𝜉

}
,

𝑄(𝑒𝑟𝑟𝑜𝑟) =
{
(𝑥, 𝑡) ∈ 𝑄̊∶∇𝑓𝑁(𝑥, 𝑡) ∉ {−𝜆2𝜉, 𝜆1𝜉}

}
.

It then follows that for all 𝑡

|||𝑄(1)(𝑡)||| ≤ 𝜆1(1 − 𝜇(𝑡))|𝑄(𝑡)|,|||𝑄(2)(𝑡)||| ≤ 𝜆2(1 − 𝜇(𝑡))|𝑄(𝑡)|,
|||𝑄(𝑒𝑟𝑟𝑜𝑟)(𝑡)||| ≤ (

𝜇(𝑡) + 𝑂
(
1

𝑁

))|𝑄(𝑡)|,
the latter following from the pointwise bound |𝑓𝑝𝑁| ≤ 1

𝑁
. Then, after eliminating 𝜇(𝑡) and from the

above relationships and choosing 𝑁 sufficiently large in terms of 𝜀, we obtain (2.5b). To deduce
(2.5c) we may again use the pointwise bound on 𝑓𝑝𝑁 to see that in fact

𝑄(𝑒𝑟𝑟𝑜𝑟) ⊂

{
(𝑥, 𝑡) ∈ 𝑄 ∶ 𝑟dist((𝑥, 𝑡), 𝜕𝑄) ≤ 1

𝑁

}
,

so that (2.5c) follows by choosing 𝑁 sufficiently large. Finally, observe that 𝐴̃ = |𝐵̄|𝜂𝑓𝑁 , so that
(2.5d) also follows from choosing 𝑁 sufficiently large. This concludes the proof for the case of a
cylindrical polyhedral set 𝑄 = Ω× (𝑡0, 𝑡1).
For a general open space-time domain 𝑄 we find a pairwise disjoint countable family of cylin-

drical polyhedral sets 𝑄𝑘 ⊂ 𝑄 such that |𝑄 ⧵⋃
𝑘
𝑄𝑘| = 0, apply the above to obtain (𝐵̃𝑘, 𝐸̃𝑘) in 𝑄𝑘

with estimates (2.5b)-(2.5d). Defining

𝑄(1) =
⋃
𝑘

𝑄
(1)
𝑘
, 𝑄(2) =

⋃
𝑘

𝑄
(2)
𝑘
, 𝑄(𝑒𝑟𝑟𝑜𝑟) =

⋃
𝑘

𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑘

as well as = (𝑄 ⧵
⋃
𝑘
𝑄𝑘) ∪

⋃
𝑘
𝑘 leads to the required properties. □

Remark 2.4. We compute explicitly the change of magnetic helicity in Lemma 2.3. In the proof
above, let us denote by 𝑓 the piecewise affine Lipschitz function which vanishes outside the poly-
hedral sets 𝑄𝑘 and is of the form 𝑓 = 𝑓𝑁 in each 𝑄𝑘, so that 𝐴̃ = |𝐵̄|𝑓𝜂. We denote 𝑄(𝑡) ∶= {𝑥 ∈

ℝ3 ∶ (𝑥, 𝑡) ∈ 𝑄} for 𝑡 ∈ ℝ. By integrating by parts and using the facts that 𝐴̃|𝜕𝑄 = 0 and 𝐴̃ ⋅ 𝐵̃ = 0
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2398 FARACO et al.

we get

∫
ℝ3
[(𝐴0 + 𝐴̃) ⋅ 𝐵 − 𝐴0 ⋅ 𝐵0] = ∫

𝑄(𝑡)

𝐴̃ ⋅ 𝐵0 + ∫
𝑄(𝑡)

𝐴0 ⋅ 𝐵̃ = 2∫
𝑄(𝑡)

𝐴̃ ⋅ 𝐵0 = 2|𝐵̄|𝜂 ⋅ 𝐵0 ∫
𝑄(𝑡)

𝑓.

Next, we intend to implement the basic splitting (2.4) in the construction of the staircase
laminate in Corollary 2.2. To this end we fix vectors 𝐵0, 𝐸0, 𝛽 > 1 and set

𝐵𝑛 = 𝛽𝑛𝐵0, 𝐸𝑛 = 𝛽(𝑝−1)𝑛𝐸0.

Lemma 2.5 (Approximation of Steps). For any 𝑛 ∈ ℕ, any open bounded domain 𝑄 ⊂ ℝ4 with|𝜕𝑄| = 0andany 𝑟, 𝜀 > 0 there exist piecewise constant vector fields𝐵, 𝐸 ∈ 𝐿∞(𝑄;ℝ3) satisfying (2.1)
and the boundary conditions given by (𝐵𝑛, 𝐸𝑛) in the sense of (2.2), with the following properties:

∙ 𝑄 admits a pairwise disjoint decomposition

𝑄 = 𝑄(𝑔𝑜𝑜𝑑) ∪ 𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒) ∪ 𝑄(𝑒𝑟𝑟𝑜𝑟) ∪ (2.8a)

where a nullset, 𝑄(𝑔𝑜𝑜𝑑), 𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒) and 𝑄(𝑒𝑟𝑟𝑜𝑟) are open sets where (𝐵, 𝐸) is locally constant
with

|𝐵||𝐸| = 0 in 𝑄(𝑔𝑜𝑜𝑑),

(𝐵, 𝐸) = (𝐵𝑛+1, 𝐸𝑛+1) in 𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒),

dist(𝐵, {𝐵𝑛, 𝐵𝑛+1}) + |𝐸 − 𝐸𝑛| < 𝑟 in 𝑄(𝑒𝑟𝑟𝑜𝑟). (2.8b)

∙ For all 𝑡 we have

|𝑄(𝑒𝑟𝑟𝑜𝑟)(𝑡)| + 𝛽𝑝|𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)(𝑡)| ≤ (1 + 𝜀)|𝑄(𝑡)| (2.8c)

and

|𝑄(𝑒𝑟𝑟𝑜𝑟)| < 𝜀. (2.8d)

∙ There exists a vector potential 𝐴̃ ∈ 𝐿𝑖𝑝0(𝑄) such that, for any vector potential 𝐴0 of 𝐵0,

𝐵0 + curl𝐴̃ = 𝐵, |𝐴̃| ≤ 𝜀 and ∫
ℝ3
[(𝐴0 + 𝐴̃) ⋅ 𝐵 − 𝐴0 ⋅ 𝐵0] 𝑑𝑥 = 0 a.e. 𝑡 ∈ ℝ. (2.8e)

Proof. Wemay assume without loss of generality that 𝜀 < 1. In the first step we apply Lemma 2.3
with the elementary splitting

𝛿(𝛽𝑛𝐵0,𝛽𝑛(𝑝−1)𝐸0) ↦
(
1 −

1

𝛽

)
𝛿(0,𝛽𝑛(𝑝−1)𝐸0) +

1

𝛽
𝛿(𝛽𝑛+1𝐵0,𝛽𝑛(𝑝−1)𝐸0). (2.9)

We obtain (𝐵(1), 𝐸(1)) and the decomposition

𝑄 = 𝑄(1) ∪ 𝑄(2) ∪ 𝑄(𝑒𝑟𝑟𝑜𝑟,1) ∪ (1),
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RELAXATION OF IDEAL MHD 2399

where (1) is a null-set,

(𝐵(1), 𝐸(1)) =

{
(0, 𝛽𝑛(𝑝−1)𝐸0) in 𝑄(1),
(𝛽𝑛+1𝐵0, 𝛽

𝑛(𝑝−1)𝐸0) in 𝑄(2)

and for all 𝑡 |||𝑄(𝑒𝑟𝑟𝑜𝑟,1)(𝑡)||| + 𝛽|||𝑄(2)(𝑡)||| ≤ (1 + 𝜀∕4)|𝑄(𝑡)|,
|||𝑄(𝑒𝑟𝑟𝑜𝑟,1)||| ≤ 𝜀∕2|𝑄|.

Furthermore, 𝐵(1) = 𝐵0 + curl𝐴(1), with |𝐴(1)| ≤ 𝜀∕2. We then use Remark 2.4 to compute the
change of magnetic helicity. In the elementary splitting (2.9), (𝛽𝑛+1𝐵0, 0) = (𝐵̄, 𝐸̄) = |𝐵̄|𝜉 × 𝜂, 0)
for some 𝜉, 𝜂 ∈ ℝ3 with |𝜉| = |𝜂| = 1, and so Remark 2.4 gives

∫
ℝ3
[(𝐴0 + 𝐴

(1)) ⋅ 𝐵(1) − 𝐴0 ⋅ 𝐵0] 𝑑𝑥 = 0. (2.10)

Then we apply Lemma 2.3 in 𝑄(2) with the second elementary splitting

𝛿(𝛽𝑛+1𝐵0,𝛽𝑛(𝑝−1)𝐸0) ↦
(
1 −

1

𝛽𝑝−1

)
𝛿(𝛽𝑛+1𝐵0,0) +

1

𝛽𝑝−1
𝛿(𝛽𝑛+1𝐵0,𝛽(𝑛+1)(𝑝−1)𝐸0). (2.11)

We obtain (𝐵, 𝐸) and the decomposition

𝑄(2) = 𝑄(3) ∪ 𝑄(4) ∪ 𝑄(𝑒𝑟𝑟𝑜𝑟,2) ∪ (2),

where (2) is a null-set,

(𝐵, 𝐸) =

{
(𝛽𝑛+1𝐵0, 0) in 𝑄(3),
(𝛽𝑛+1𝐵0, 𝛽

(𝑛+1)(𝑝−1)𝐸0) in 𝑄(4)

and for all 𝑡 |||𝑄(𝑒𝑟𝑟𝑜𝑟,2)(𝑡)||| + 𝛽𝑝−1|||𝑄(4)(𝑡)||| ≤ (1 + 𝜀∕4)|𝑄(2)(𝑡)|,
|||𝑄(𝑒𝑟𝑟𝑜𝑟,2)||| ≤ 𝜀∕2|𝑄(2)(𝑡)|.

Furthermore, 𝐵 = 𝐵(1) + curl𝐴(2), with |𝐴(2)| ≤ 𝜀∕2. Set

𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒) ∶= 𝑄(4), 𝑄(𝑒𝑟𝑟𝑜𝑟) = 𝑄(𝑒𝑟𝑟𝑜𝑟,1) ∪ 𝑄(𝑒𝑟𝑟𝑜𝑟,2). (2.12)

Then for every 𝑡

|||𝑄(𝑒𝑟𝑟𝑜𝑟)(𝑡)||| + 𝛽𝑝|||𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)(𝑡)||| ≤ |||𝑄(𝑒𝑟𝑟𝑜𝑟,1)(𝑡)||| + 𝛽|||𝑄(𝑒𝑟𝑟𝑜𝑟,2)(𝑡)||| + 𝛽𝑝|||𝑄(4)(𝑡)|||
≤ |||𝑄(𝑒𝑟𝑟𝑜𝑟,1)(𝑡)||| + 𝛽(1 + 𝜀∕4)|||𝑄(2)(𝑡)|||
≤ (1 + 𝜀∕4)2|𝑄(𝑡)|
≤ (1 + 𝜀)|𝑄(𝑡)|
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2400 FARACO et al.

and

|||𝑄(𝑒𝑟𝑟𝑜𝑟)||| ≤ |||𝑄(𝑒𝑟𝑟𝑜𝑟,1)||| + |||𝑄(𝑒𝑟𝑟𝑜𝑟,2)||| ≤ 𝜀|𝑄| (2.13)

as required. Moreover, 𝐵 = 𝐵0 + curl(𝐴(1) + 𝐴(2)), with |𝐴(1) + 𝐴(2)| ≤ 𝜀. In the elementary split-
ting (2.11) we canwrite (0, 𝛽(𝑛+1)(𝑝−1)𝐸0) = (𝐵̄, 𝐸̄) = (|𝐵̄|𝜉 × 𝜂, |𝐸̄|𝜉) for 𝜉 = 𝐸̄∕|𝐸̄| and any 𝜂 ∈ ℝ3

with |𝜂| = 1. By letting 𝜂 ⋅ 𝐵0 = 0, Remark 2.4 and (2.10) give

∫
ℝ3
[(𝐴0 + 𝐴

(1) + 𝐴2) ⋅ 𝐵 − 𝐴0 ⋅ 𝐵0] 𝑑𝑥 = 0 a.e. 𝑡 ∈ ℝ.

This concludes the proof. □

2.3 The staircase construction

The basic construction above has the following structure: up-to an “error set” 𝑄(𝑒𝑟𝑟𝑜𝑟) the distri-
bution of values of the pair of vector fields (𝐵, 𝐸) agrees with the probability measure (laminate)
arising in (2.4). There are two types of control on the size of the error set: small space-time mea-
sure (2.8d) on the one hand, and on the other hand control uniformly in time by the proportion
of mass moved to the inductive set (2.8c).
In the following we will iterate the basic construction, to inductively “push” the mass in

𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒) to infinity. The balance between the error created at each step and the amount mass
pushed inductively further will be quantified by estimate (2.14b).

Proposition 2.6. Let𝐵0, 𝐸0 ∈ ℝ3, 1 < 𝑝 < ∞and𝑄 ⊂ ℝ4 an open bounded domainwith |𝜕𝑄| = 0.
For any 𝛽 > 1 and 𝜀 > 0 there exist piecewise constant vector fields 𝐵, 𝐸 ∈ 𝐿∞(𝑄;ℝ3) satisfying (2.1)
and the boundary conditions given by (𝐵0, 𝐸0) in the sense of (2.2), with the following properties:

∙ 𝑄 admits a decomposition

𝑄 = 𝑄(𝑔𝑜𝑜𝑑) ∪ 𝑄(𝑒𝑟𝑟𝑜𝑟) ∪ (2.14a)

where is a nullset, (𝐵, 𝐸) is locally constant in the open sets 𝑄(𝑔𝑜𝑜𝑑) and 𝑄(𝑒𝑟𝑟𝑜𝑟) and such that|𝐵||𝐸| = 0 in 𝑄(𝑔𝑜𝑜𝑑).
∙ For all 𝑡 and all 𝑠 > 1 we have

(𝑠, 𝑡) ≤ 𝛽2(𝑝+1)|𝑄(𝑡)|min(|𝐵0|𝑝 + |𝐸0|𝑝′ , 𝑠), (2.14b)

where

(𝑠, 𝑡) ∶= ∫
𝑄(𝑒𝑟𝑟𝑜𝑟)(𝑡)

min{|𝐵|𝑝 + |𝐸|𝑝′ , 𝑠} 𝑑𝑥 + 𝑠|||{𝑥 ∈ 𝑄(𝑔𝑜𝑜𝑑)(𝑡) ∶ |𝐵|𝑝 + |𝐸|𝑝′ > 𝑠}
|||

and 𝑝′ is the Hölder dual of 𝑝.
∙ Furthermore,

∫ ∫
𝑄(𝑒𝑟𝑟𝑜𝑟)

|𝐵|𝑝 + |𝐸|𝑝′ 𝑑𝑥𝑑𝑡 ≤ 𝜀. (2.14c)
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RELAXATION OF IDEAL MHD 2401

∙ There exists a vector potential 𝐴̃ ∈ 𝐿𝑖𝑝0(𝑄) with

𝐵0 + curl𝐴̃ = 𝐵, |𝐴̃| ≤ 𝜀 and ∫
ℝ3
[(𝐴0 + 𝐴̃) ⋅ 𝐵 − 𝐴0 ⋅ 𝐵0] 𝑑𝑥 = 0 a.e. 𝑡 ∈ ℝ. (2.14d)

Proof. Based on Lemma 2.5 we define inductively a sequence 𝐵(𝑛), 𝐸(𝑛) ∈ 𝐿∞(𝑄;ℝ3) satisfy-
ing (2.1) and the boundary conditions given by (𝐵0, 𝐸0) in the sense of (2.2), with the following
properties: Firstly, we have the pairwise disjoint decomposition

𝑄 =

𝑛−1⋃
𝑘=0

(𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑘+1

∪ 𝑄
(𝑔𝑜𝑜𝑑)

𝑘+1
) ∪ 𝑄

(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)
𝑛 ∪𝑛, (2.15)

where 𝑛 is a null-set, 𝑄
(𝑔𝑜𝑜𝑑)

𝑘
, 𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)𝑛 and 𝑄(𝑒𝑟𝑟𝑜𝑟)

𝑘
are open sets where (𝐵𝑛, 𝐸𝑛) is locally

constant, such that

|𝐵(𝑛)||𝐸(𝑛)| = 0 in 𝑄(𝑔𝑜𝑜𝑑)𝑛

(𝐵(𝑛), 𝐸(𝑛)) = (𝛽𝑛𝐵0, 𝛽
𝑛(𝑝−1)𝐸0) in 𝑄

(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)
𝑛 .

Secondly, 𝐵(𝑛+1) = 𝐵(𝑛) + curl𝐴(𝑛) with |𝐴(𝑛)| ≤ 𝜀2−𝑛−1.
We start by defining

(𝐵(1), 𝐸(1)) ∶≡ (𝐵0, 𝐸0), 𝑄
(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)
0 ∶= 𝑄, 𝑄

(𝑔𝑜𝑜𝑑)
0 = 𝑄

(𝑒𝑟𝑟𝑜𝑟)
0 =0 = ∅.

To obtain (𝐵(𝑛+1), 𝐸(𝑛+1)) we apply Lemma 2.5 to (𝐵(𝑛), 𝐸(𝑛)) in 𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)𝑛 with small parameters
𝑟𝑛, 𝜀𝑛 > 0 chosen below, with 𝜀𝑛 < 𝜀2−𝑛−1. Then we obtain

𝑄
(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)
𝑛 = 𝑄

(𝑔𝑜𝑜𝑑)
𝑛+1 ∪ 𝑄

(𝑒𝑟𝑟𝑜𝑟)
𝑛+1 ∪ 𝑄

(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)
𝑛+1 ∪ ′

𝑛+1

with

(𝐵(𝑛+1), 𝐸(𝑛+1)) ≈𝑟𝑘 (𝛽
𝑘𝐵0, 𝛽

𝑘(𝑝−1)𝐸0) or (𝛽𝑘+1𝐵0, 𝛽𝑘(𝑝−1)𝐸0) in 𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑘+1

for all 𝑘 < 𝑛 + 1, where in the last line ≈𝑟𝑘 means that the norm of the difference is bounded by
𝑟𝑘. In particular we may ensure by the choice of 𝑟𝑘 that

(|𝐵0|𝑝 + |𝐸0|𝑝′)𝛽𝑘𝑝−1 ≤ |𝐵|𝑝 + |𝐸|𝑝′ ≤ (|𝐵0|𝑝𝛽𝑝 + |𝐸0|𝑝′𝛽)𝛽𝑘𝑝 in 𝑄(𝑒𝑟𝑟𝑜𝑟)𝑘+1
.

Then we have for all 𝑡|||𝑄(𝑒𝑟𝑟𝑜𝑟)𝑛+1 (𝑡)
||| + 𝛽𝑝|||𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)𝑛+1 (𝑡)

||| ≤ |||𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)𝑛 (𝑡)
||| + 𝜀𝑛|𝑄(𝑡)|, (2.16)

and furthermore |||𝑄(𝑒𝑟𝑟𝑜𝑟)𝑛+1
||| ≤ 𝜀𝑛.

The parameters 𝜀𝑛 > 0, 𝑛 = 0, 1, 2, … will be chosen below, for the moment let us merely specify
that they satisfy

∞∑
𝑛=0

𝛽𝑛𝑝𝜀𝑛 < 𝛽 − 1. (2.17)
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2402 FARACO et al.

Such condition and (2.16) immediately imply that, for all 𝑡,

|𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)𝑛 (𝑡)| ≤ 𝛽−𝑛𝑝|𝑄(𝑡)|. (2.18)

Also, by construction, for any 𝑛 ≥ 𝑘

(𝐵(𝑛), 𝐸(𝑛)) = (𝐵(𝑘), 𝐸(𝑘)) outside 𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)
𝑘

. (2.19)

Since the measure of 𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)
𝑘

tends to 0, it follows that the sequence (𝐵(𝑛), 𝐸(𝑛)) converges to a
limit (𝐵, 𝐸) for almost every (𝑥, 𝑡). In the following we derive properties of this limit. To start with
we observe that, declaring

𝑄(𝑔𝑜𝑜𝑑) =

∞⋃
𝑘=0

𝑄
(𝑔𝑜𝑜𝑑)

𝑘
, 𝑄(𝑒𝑟𝑟𝑜𝑟) =

∞⋃
𝑘=0

𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑘

the decomposition (2.14a) holds.
We turn to estimate (2.14b). From (2.16) we obtain, using (2.17),

𝛽𝑛𝑝
|||𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)𝑛 (𝑡)

||| +
𝑛−1∑
𝑘=0

𝛽𝑘𝑝
|||𝑄(𝑒𝑟𝑟𝑜𝑟)𝑘+1

(𝑡)
||| ≤ |𝑄(𝑡)| + 𝑛∑

𝑘=0

𝛽𝑘𝑝𝜀𝑘|𝑄(𝑡)| ≤ 𝛽|𝑄(𝑡)|. (2.20)

Now let 𝑛 ∈ ℕ and let

𝑠𝑛 = (|𝐵0|𝑝𝛽𝑝 + |𝐸0|𝑝′𝛽)𝛽𝑛𝑝. (2.21)

Then

{
(𝑥, 𝑡) ∈ 𝑄(𝑒𝑟𝑟𝑜𝑟) ∶ |𝐵|𝑝 + |𝐸|𝑝′ < 𝑠𝑛

}
=

𝑛−1⋃
𝑘=0

𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑘+1

,

{
(𝑥, 𝑡) ∈ 𝑄 ∶ |𝐵|𝑝 + |𝐸|𝑝′ > 𝑠𝑛

}
= 𝑄

(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)
𝑛 .

Therefore, for every 𝑡

(𝑠𝑛, 𝑡) = ∫
{𝑥∈𝑄(𝑒𝑟𝑟𝑜𝑟)(𝑡)∶|𝐵|𝑝+|𝐸|𝑝′≤𝑠𝑛} |𝐵|𝑝 + |𝐸|𝑝′ 𝑑𝑥

+ 𝑠𝑛
|||{𝑥 ∈ 𝑄(𝑡) ∶ |𝐵|𝑝 + |𝐸|𝑝′ > 𝑠𝑛}

|||
≤

𝑛−1∑
𝑘=0

∫
𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑘+1

(𝑡)

|𝐵|𝑝 + |𝐸|𝑝′ 𝑑𝑥 + 𝑠𝑛|||𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)(𝑡)𝑛
|||

≤ (|𝐵0|𝑝𝛽𝑝 + |𝐸0|𝑝′𝛽)
(
𝑛−1∑
𝑘=0

𝛽𝑘𝑝|𝑄(𝑒𝑟𝑟𝑜𝑟)
𝑘+1

| + 𝛽𝑛𝑝|𝑄(𝑖𝑛𝑑𝑢𝑐𝑡𝑖𝑣𝑒)𝑛 (𝑡)|)

≤ (|𝐵0|𝑝𝛽𝑝 + |𝐸0|𝑝′𝛽)𝛽|𝑄(𝑡)|
≤ 𝛽2+𝑝(|𝐵0|𝑝 + |𝐸0|𝑝′)|𝑄(𝑡)|.
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RELAXATION OF IDEAL MHD 2403

where we have used the definition of 𝑠𝑛, (2.20) and that on 𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑘+1

(𝑡) |𝐵|𝑝 + |𝐸|𝑝′ is bounded
by 𝑠𝑘.
Next, let 𝑠 > 𝑠′. The elementary inequalitymin(|𝐵|𝑝 + |𝐸|𝑝′ , 𝑠) ≤ 𝑠

𝑠′
min(|𝐵|𝑝 + |𝐸|𝑝′ , 𝑠′) easily

implies that (𝑠, 𝑡) ≤ 𝑠

𝑠′
(𝑠′, 𝑡) for every 𝑡. Now, for any 𝑠 ≥ 𝑠0 (the latter defined in (2.21) with

𝑛 = 0) there exists 𝑛 ∈ ℕ such that 𝑠𝑛 ≤ 𝑠 ≤ 𝑠𝑛𝛽
𝑝. Consequently

(𝑠, 𝑡) ≤ 𝑠

𝑠𝑛
(𝑠𝑛, 𝑡) ≤ 𝛽2(𝑝+1)(|𝐵0|𝑝 + |𝐸0|𝑝′)|𝑄(𝑡)|,

as claimed in (2.14b). On the other hand for 1 ≤ 𝑠 ≤ 𝑠0 we may use the trivial estimate (𝑠, 𝑡) ≤
𝑠|𝑄(𝑡)|, from which (2.14b) also follows.
The estimate (2.14d) follows from

∫ ∫
𝑄(𝑒𝑟𝑟𝑜𝑟)

|𝐵|𝑝 + |𝐸|𝑝′ 𝑑𝑥𝑑𝑡 ≤ (|𝐵0|𝑝𝛽𝑝 + |𝐸0|𝑝′𝛽) ∞∑
𝑘=0

|𝑄(𝑒𝑟𝑟𝑜𝑟)
𝑘+1

|𝛽𝑘𝑝
≤ (|𝐵0|𝑝𝛽𝑝 + |𝐸0|𝑝′𝛽) ∞∑

𝑘=0

𝜀𝑘𝛽
𝑘𝑝,

and an appropriate choice of 𝜀𝑛 > 0, 𝑛 = 0, 1, 2, … .
Finally, observe that (2.14b) implies uniform-in-time weak 𝐿𝑝 − 𝐿𝑝′ bounds for (𝐵, 𝐸), which

also clearly hold for the sequence (𝐵(𝑛), 𝐸(𝑛)) and 𝑝, 𝑝′ > 1. We deduce that in fact (𝐵(𝑛), 𝐸(𝑛)) →
(𝐵, 𝐸) strongly in 𝐿1(𝑄). This in turn implies that div𝐵 = 0, 𝜕𝑡𝐵 + curl𝐸 = 0 in𝑄, and the required
boundary conditions hold in the sense of (2.2). This concludes the proof. □

2.4 Iterating the staircase construction

In this section we iterate the staircase construction in order to successively remove the error in
Ω𝑒𝑟𝑟𝑜𝑟.

Theorem 2.7. Let 𝐵0, 𝐸0 ∈ ℝ3, 1 < 𝑝 < ∞ and 𝑄 ⊂ ℝ4 an open bounded domain with |𝜕𝑄| = 0.
For any 𝜀 > 0 there exist piecewise constant vector fields 𝐵, 𝐸 ∈ 𝐿∞(𝑄;ℝ3) satisfying (2.1) and the
boundary conditions given by (𝐵0, 𝐸0) in the sense of (2.2) with the following conditions:

∙ |𝐵||𝐸| = 0 for a.e. (𝑥, 𝑡) ∈ 𝑄;
∙ For all 𝑡 and any 𝑠 > 1||||

{
𝑥 ∈ 𝑄(𝑡) ∶ |𝐵|𝑝 + |𝐸|𝑝′ > 𝑠

}|||| ≤ 2

𝑠
|𝑄(𝑡)|min(|𝐵0|𝑝 + |𝐸|0|𝑝′ , 𝑠), (2.22)

so that, in particular, 𝐵 ∈ 𝐿∞𝑡 𝐿
𝑝,∞
𝑥 and 𝐸 ∈ 𝐿∞𝑡 𝐿

𝑝′,∞
𝑥 .

∙ There exists a vector potential 𝐴̃ ∈ 𝐿𝑖𝑝0(𝑄) with

𝐵0 + curl𝐴̃ = 𝐵, |𝐴̃| ≤ 𝜀 and ∫
ℝ3
[(𝐴0 + 𝐴̃) ⋅ 𝐵 − 𝐴0 ⋅ 𝐵0] 𝑑𝑥 = 0 a.e. 𝑡 ∈ ℝ. (2.23)

Proof. We construct inductively a sequence of piecewise constant vector fields 𝐵𝑞, 𝐸𝑞 satisfy-
ing (2.1) and the boundary conditions given by (𝐵0, 𝐸0) in the sense of (2.2), and with following
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2404 FARACO et al.

properties: there exists a pairwise disjoint decomposition

𝑄 = 𝑄
(𝑔𝑜𝑜𝑑)
𝑞 ∪ 𝑄

(𝑒𝑟𝑟𝑜𝑟)
𝑞 ∪𝑞

where 𝑞 is a nullset, 𝑄
(𝑔𝑜𝑜𝑑)
𝑞 and 𝑄(𝑒𝑟𝑟𝑜𝑟)𝑞 are open sets where 𝐵𝑞, 𝐸𝑞 are locally constant, and|𝐵𝑞||𝐸𝑞| = 0 in 𝑄(𝑔𝑜𝑜𝑑). This will be complemented with the inductive estimates

∫ ∫
𝑄𝑒𝑟𝑟𝑜𝑟
𝑞+1

1 + |𝐵𝑞+1|𝑝 + |𝐸𝑞+1|𝑝′ 𝑑𝑥𝑑𝑡 ≤ 1

2 ∫ ∫
𝑄𝑒𝑟𝑟𝑜𝑟𝑞

1 + |𝐵𝑞|𝑝 + |𝐸𝑞|𝑝′ 𝑑𝑥𝑑𝑡 , (2.24)

𝐼𝑞+1(𝑠, 𝑡) ≤ 𝛽
2(𝑝+1)
𝑞+1 𝐼𝑞(𝑠, 𝑡) for all 𝑡 and 𝑠 ≥ 1, (2.25)

where

𝑞(𝑠, 𝑡) ∶= ∫
𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑞 (𝑡)

min{|𝐵𝑞|𝑝 + |𝐸𝑞|𝑝′ , 𝑠} 𝑑𝑥
+ 𝑠

|||{𝑥 ∈ 𝑄
(𝑔𝑜𝑜𝑑)
𝑞 (𝑡) ∶ |𝐵𝑞|𝑝 + |𝐸𝑞|𝑝′ > 𝑠}

||| .
Furthermore, 𝐵𝑞+1 = 𝐵𝑞 + curl𝐴𝑞 with |𝐴𝑞| ≤ 𝜀2−𝑞−1. We start with the constant maps (𝐵0, 𝐸0)
and set 𝑄𝑒𝑟𝑟𝑜𝑟0 = 𝑄.
To obtain (𝐵𝑞+1, 𝐸𝑞+1) from (𝐵𝑞, 𝐸𝑞) we consider the decomposition

𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑞 =

⋃
𝑖

𝑄𝑞,𝑖

with constant values (𝐵𝑞, 𝐸𝑞) ≡ (𝐵𝑖𝑞, 𝐸
𝑖
𝑞) on 𝑄𝑞,𝑖 . In each 𝑄𝑞,𝑖 we replace (𝐵𝑖𝑞, 𝐸𝑖𝑞) by the construc-

tion from Proposition 2.6 with (𝐵0, 𝐸0) given by (𝐵𝑖𝑞, 𝐸𝑖𝑞) and small parameters 𝛽𝑞+1 > 1, 𝜀𝑞+1 > 0

still to be fixed. We obtain for each 𝑖 a new pairwise disjoint decomposition

𝑄𝑞,𝑖 = 𝑄
(𝑔𝑜𝑜𝑑)

𝑞,𝑖
∪ 𝑄

(𝑒𝑟𝑟𝑜𝑟)
𝑞,𝑖

∪𝑞,𝑖

with associated estimates, corresponding to (2.14b)–(2.14c):

∫
𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑞,𝑖

(𝑡)

min{|𝐵𝑞+1|𝑝 + |𝐸𝑞+1|𝑝′ , 𝑠} 𝑑𝑥+
+ 𝑠

|||{𝑥 ∈ 𝑄
(𝑔𝑜𝑜𝑑)

𝑞,𝑖
(𝑡) ∶ |𝐵𝑞+1|𝑝 + |𝐸𝑞+1|𝑝′ > 𝑠}

|||
≤ 𝛽

2(𝑝+1)
𝑞+1 |𝑄𝑞,𝑖|min(|𝐵𝑞,𝑖|𝑝 + |𝐸𝑞,𝑖|𝑝′ , 𝑠) ,

∫ ∫
𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑞,𝑖

1 + |𝐵𝑞+1|𝑝 + |𝐸𝑞+1|𝑝′ 𝑑𝑥𝑑𝑡 ≤ 1

2
(|𝐵𝑞,𝑖|𝑝 + |𝐸𝑞,𝑖|𝑝′)|𝑄𝑞,𝑖|,

where the latter is obtained by an appropriate choice of 𝜀𝑞+1 in (2.14c). We set

𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑞+1 ∶=

⋃
𝑖

𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑞+1,𝑖

, 𝑄
(𝑔𝑜𝑜𝑑)
𝑞+1 = 𝑄

(𝑔𝑜𝑜𝑑)
𝑞 ∪

⋃
𝑖

𝑄
(𝑔𝑜𝑜𝑑)

𝑞+1,𝑖
, 𝑞+1 =𝑞 ∪

⋃
𝑖

𝑞+1,𝑖 .
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RELAXATION OF IDEAL MHD 2405

Then we obtain

∫ ∫
𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑞+1

|𝐵𝑞+1|𝑝 + |𝐸𝑞+1|𝑝′ 𝑑𝑥𝑑𝑡 ≤ ∑
𝑖
∫ ∫

𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑞+1,𝑖

|𝐵𝑞+1|𝑝 + |𝐸𝑞+1|𝑝′ 𝑑𝑥𝑑𝑡
≤ 1

2

∑
𝑖

|𝑄𝑞,𝑖|(|𝐵𝑞,𝑖|𝑝 + |𝐸𝑞,𝑖|𝑝′)
=
1

2 ∫ ∫
𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑞

|𝐵𝑞|𝑝 + |𝐸𝑞|𝑝′ 𝑑𝑥𝑑𝑡,
so that (2.24) is satisfied. To obtain (2.25) we calculate

𝑞+1(𝑠, 𝑡) =∑
𝑖
∫
𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑞,𝑖

(𝑡)

min{|𝐵𝑞+1|𝑝 + |𝐸𝑞+1|𝑝′ , 𝑠} 𝑑𝑥+
+
∑
𝑖

𝑠
|||{𝑥 ∈ 𝑄

(𝑔𝑜𝑜𝑑)

𝑞,𝑖
(𝑡) ∶ |𝐵𝑞+1|𝑝 + |𝐸𝑞+1|𝑝′ > 𝑠}

|||
+ 𝑠

|||{𝑥 ∈ 𝑄
(𝑔𝑜𝑜𝑑)
𝑞 (𝑡) ∶ |𝐵𝑞|𝑝 + |𝐸𝑞|𝑝′ > 𝑠}

|||
≤ 𝛽

2(𝑝+1)
𝑞+1

∑
𝑖

|𝑄𝑞,𝑖|min(|𝐵𝑞,𝑖|𝑝 + +|𝐸𝑞,𝑖|𝑝′ , 𝑠)
+ 𝑠

|||{𝑥 ∈ 𝑄
(𝑔𝑜𝑜𝑑)
𝑞 (𝑡) ∶ |𝐵𝑞|𝑝 + |𝐸𝑞|𝑝′ > 𝑠}

|||
= 𝛽

2(𝑝+1)
𝑞+1 ∫

𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑞 (𝑡)

min{|𝐵𝑞|𝑝 + |𝐸𝑞|𝑝′ , 𝑠} 𝑑𝑥+
+ 𝑠

|||{𝑥 ∈ 𝑄
(𝑔𝑜𝑜𝑑)
𝑞 (𝑡) ∶ |𝐵𝑞|𝑝 + |𝐸𝑞|𝑝′ > 𝑠}

|||
≤ 𝛽

2(𝑝+1)
𝑞+1 𝑞(𝑠, 𝑡).

This completes the inductive step with estimates (2.24)–(2.25).
Now observe that, because of (2.24), in particular |𝑄(𝑒𝑟𝑟𝑜𝑟)𝑞 |→ 0 as 𝑞 → ∞. Since (𝐵𝑞+1, 𝐸𝑞+1) =

(𝐵𝑞, 𝐸𝑞) outside 𝑄
(𝑒𝑟𝑟𝑜𝑟)
𝑞 , we deduce that the sequence (𝐵𝑞, 𝐸𝑞) converges almost everywhere to

piecewise constant vector fields (𝐵, 𝐸). Furthermore, for any 𝑞 ∈ ℕ, 𝑠 > 1 and 𝑡

𝑞(𝑠, 𝑡) ≤
(

𝑞∏
𝑘=1

𝛽𝑘

)2(𝑝+1)|𝑄(𝑡)|min(|𝐵0|𝑝 + |𝐸|0|𝑝′ , 𝑠).
Thus, choosing 𝛽𝑞 > 1 in such a way that

∏𝑞

𝑘=1
𝛽
2(𝑝+1)

𝑘
≤ 2, we obtain the uniform bounds (2.22).

We note furthermore that, since 𝑝, 𝑝′ > 1, these estimates imply uniform 𝐿𝑞 bounds for some
𝑞 > 1 on both sequences {𝐵𝑞} and {𝐸𝑞}, which, togetherwith pointwise convergence implies strong
𝐿1 convergence. Therefore (2.1) and the boundary conditions given by (𝐵0, 𝐸0) in the sense of (2.2)
remain valid in the limit. This completes the proof. □
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2406 FARACO et al.

3 PROOF OF THEOREM 1.2

Our next task is to prove Theorem 1.2. We will first modify the piecewise constant map 𝑉̄ ≅

(0, 0, 𝐵̄, 𝐸̄) in each space-time domain 𝑄𝑖 to achieve a solution of ideal𝑀𝐻𝐷 which satisfies

|𝐵 + 𝑢| = 𝜁+ and |𝐵 − 𝑢| = 𝜁− a.e. (𝑥, 𝑡) (3.1a)

and

(𝐵)(𝑡) = (𝐵)(𝑡) a.e. 𝑡. (3.1b)

in each subdomain. In [23] is shown how to perform this operation with 𝑉̄ ≡ 0. The same ideas
work here but at some point we need more quantitative arguments. Then, we show that it is
possible to superimpose the perturbations to get the solution (𝑢, 𝐵)whose existence is claimed in
Theorem 1.2.
Before embarking on the proof let us recall the relevant notions needed to set up an ℎ-principle

in this context. We follow the notation and presentation from [23].
The relaxed Elsässer variables (𝑧+, 𝑧−,𝑀) ∈ ℝ3 × ℝ3 × ℝ3×3 are defined via (𝑢, 𝑆, 𝐵, 𝐸) as

follows:

𝑧± ∶= 𝑢 ± 𝑏, 𝑀𝜉 ≡ 𝑆𝜉 + 𝜉 × 𝐸.

The wave cone conditions are written in terms of (𝑢, 𝐵, 𝑆, 𝐸) and (𝑧+, 𝑧−,𝑀) as

𝑢 ⋅ 𝜉𝑥 = 𝐵 ⋅ 𝜉𝑥 = 0, 𝜉𝑡𝑢 + 𝑆𝜉𝑥 = 0, 𝜉𝑡𝐵 + 𝜉𝑥 × 𝐸 = 0,

𝑧± ⋅ 𝜉 = 0, 𝜉𝑡𝑧
+ +𝑀𝜉𝑥 = 0, 𝜉𝑡𝑧

− +𝑀𝑇𝜉𝑥 = 0.

When 𝐵 × 𝑢 ≠ 0, it suffices to check the conditions

𝑆(𝐵 × 𝑢) + (𝐸 ⋅ 𝑢)𝑢 = 0, 𝐵 ⋅ 𝐸 = 0. (3.2)

Recall that

ℳ ∶= {(𝑢, 𝐵, 𝑆, 𝐸) ∶ 𝐵 ⋅ 𝐸 = 0},

𝐾 ∶= {(𝑢, 𝐵, 𝑆, 𝐸) ∶ 𝐸 = 𝐵 × 𝑢, 𝑆 = 𝑆𝑢,𝐵 + Π𝐼, Π ∈ ℝ},

𝐾𝑟,𝑠 ∶= {(𝑢, 𝐵, 𝑆, 𝐸) ∈ 𝐾 ∶ |𝑢 + 𝐵| = 𝑟, |𝑢 − 𝐵| = 𝑠, |Π| ≤ 𝑟𝑠},

𝑟,𝑠 ∶= intℳ(𝐾
𝑙𝑐,Λ
𝑟,𝑠 ),

where 𝑆𝑢,𝐵 ∶= 𝑢 ⊗ 𝑢 − 𝐵 ⊗ 𝐵 and 𝐾𝑙𝑐,Λ𝑟,𝑠 is the lamination convex hull.
Now the actual proof is divided into three subsections. The first one is geometrical. In [23,

Theorem 6.7] it was shown that𝑟,𝑠 has non-empty relative interior inℳ (more precisely,𝑟,𝑠 =

∪0<𝜏<1𝐾
𝑙𝑐,Λ
𝜏𝑟,𝜏𝑠). Here we need a quantitative version of this.

3.1 Ensuring that 𝑽̄ takes values in the hull

Our first goal is to ensure that pointwise a.e., 𝑉̄ = (0, 0, 𝐵̄, 𝐸̄) belongs to the relative interior of the
hull determined by 𝜁+ and 𝜁−. The precise statement is as follows:
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RELAXATION OF IDEAL MHD 2407

Proposition 3.1. We have (0, 0, 𝐵̄, 𝐸̄) ∈ 𝑧+(𝑥,𝑡),𝑧−(𝑥,𝑡) for every (𝑥, 𝑡) ∈ 𝑄̄𝑖 and every 𝑖 ∈ ℕ.

In fact, we prove the following more general statement where one can set 𝛿0 = 1∕𝑀0, 𝑟 = 𝜁+
and 𝑠 = 𝜁− to get Proposition 3.1:

Proposition 3.2. There exists 𝛿0 > 0 with the following property: whenever 𝑟, 𝑠 > 0, we have

|𝑢|2 + |𝐵|2 + |𝑆| + |𝐸| ≤ 𝛿0 min{𝑟
2, 𝑠2}, 𝐵 ⋅ 𝐸 = 0 ⟹ (𝑢, 𝐵, 𝑆, 𝐸) ∈ 𝑟,𝑠.

Asmentioned above, the proof follows [23] and the various lemmas there and thuswe divide the
proof of Proposition 3.2 into several steps. Some of the lemmas are straightforward modifications
of [23] and others require additional reasoning. Thus we refer to [23] and explain the differences.
The first lemma restates [23, Lemma 6.10].

Lemma 3.3. If |𝑧+| ≤ 𝑟, |𝑧−| ≤ 𝑠 and |Π| ≤ 𝑟𝑠, then

(𝑢, 𝐵, 𝑆𝑢,𝐵 + Π𝐼, 𝐵 × 𝑢) ∈ 𝐾𝑙𝑐,Λ𝑟,𝑠 .

Below, all the parameters 𝛿𝑖 > 0 are independent of 𝑟 and 𝑠. The next lemma adds a primitive
metric 𝑒 ⊗ 𝑒 to the 𝑆-component. It is proved by following the proof of [23, Lemma 6.11] verbatim.

Lemma 3.4. There exists 𝛿1 > 0 such that if |𝑢|2 + |𝐵|2 + |𝑒|2 + |Π| ≤ 𝛿1 min{𝑟
2, 𝑠2}, then

(𝑢, 𝑆𝑢,𝐵 + 𝑒 ⊗ 𝑒 + Π𝐼, 𝐵, 𝐵 × 𝑢) ∈ 𝐾𝑙𝑐,Λ𝑟,𝑠 .

The next lemma replaces the primitivemetric 𝑒 ⊗ 𝑒 by a general small symmetric matrix 𝑆. The
lemma is proved by making obvious, slight modifications to the proof of [23, Lemma 6.12].

Lemma 3.5. There exists 𝛿2 > 0 such that whenever 𝑟, 𝑠 > 0 and |𝑢|2 + |𝐵|2 + |𝑆| + |Π| ≤
𝛿2 min{𝑟

2, 𝑠2}, we have

(𝑢, 𝑆𝑢,𝐵 + 𝑆 + Π𝐼, 𝐵, 𝐵 × 𝑢) ∈ 𝐾𝑙𝑐,Λ𝑟,𝑠 .

We next get rid of the terms 𝑆𝑢,𝐵 and Π.

Corollary 3.6. There exists 𝛿3 > 0 such that if |𝑢|2 + |𝐵|2 + |𝑆| ≤ 𝛿3 min{𝑟
2, 𝑠2}, then

(𝑢, 𝑆, 𝐵, 𝐵 × 𝑢) ∈ 𝐾𝑙𝑐,Λ𝑟,𝑠 .

Proof. If |𝑢|2 + |𝐵|2 + |𝑆| ≤ 𝛿2 min{𝑟
2∕2, 𝑠2∕2}, we denote 𝑆 ∶= 𝑆 − 𝑆𝑢,𝑏. Now (𝑢, 𝑆, 𝐵, 𝐵 × 𝑢) =

(𝑢, 𝑆𝑢,𝐵 + 𝑆, 𝐵, 𝐵 × 𝑢) satisfies the assumptions of Lemma 3.5. □

In order to finish the proof of Proposition 3.2 we relax the condition𝐸 = 𝐵 × 𝑢 to𝐵 ⋅ 𝐸 = 0. This
corresponds to [23, Lemma 6.13], but some of the details are different, and we therefore present a
proof for completeness.

Lemma 3.7. There exists 𝛿4 > 0 such that whenever |𝑢|2 + |𝐵|2 + |𝑆| + |𝐸| ≤ 𝛿4 min{𝑟
2, 𝑠2} and

𝐵 ⋅ 𝐸 = 0, we have

(𝑢, 𝑆, 𝐵, 𝐸) ∈ 𝐾𝑙𝑐,Λ𝑟,𝑠 .

 10970312, 2024, 4, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/cpa.22168 by R

eadcube (L
abtiva Inc.), W

iley O
nline L

ibrary on [22/06/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



2408 FARACO et al.

Proof. We first assume that 𝐵 ≠ 0 and that |𝑢|2 + |𝐵|2 + |𝑆| ≤ 𝛿3 min{𝑟
2∕2, 𝑠2∕2}. We start by con-

sidering 𝐸 = 𝐵 × 𝑢 + 𝐵 × 𝑣, where 0 < |𝐵 × 𝑣| ≤ 𝛿3 min{𝑟
2∕2, 𝑠2∕2}; the proof of the case 𝐵 ≠ 0 is

then finished by arguing as in Corollary 3.6. Without loss of generality, we assume that 𝐵 ⋅ 𝑣 = 0.
Then |𝐵 × 𝑣| = |𝐵||𝑣|.
We denote 𝑐 ∶= (|𝐵|∕|𝑣|)1∕2 so that

|𝑐𝑣| = |𝑐−1𝐵| = (|𝐵||𝑣|)1∕2 = |𝐵 × 𝑣|1∕2 ≤ 𝛿3 min{𝑟
2∕2, 𝑠2∕2}. (3.3)

We then write (𝑢, 𝑆, 𝐵, 𝐵 × 𝑢 + 𝐵 × 𝑣) as the middle point of a suitable Λ-segment:

(𝑢, 𝑆, 𝐵, 𝐵 × (𝑢 + 𝑣)) =
1

2
(𝑢 + 𝑐𝑣, 𝑆 + 𝑆̄, 𝐵 + 𝑐−1𝐵, (1 + 𝑐−1)𝐵 × (𝑢 + 𝑐𝑣))

+
1

2
(𝑢 − 𝑐𝑣, 𝑆 − 𝑆̄, 𝐵 − 𝑐−1𝐵, (1 − 𝑐−1)𝐵 × (𝑢 − 𝑐𝑣)),

where

𝑆̄ =
𝑐𝑢 ⋅ 𝐵 × 𝑣|𝐵 × 𝑣|2 (𝐵 × 𝑣 ⊗ 𝑣 + 𝑣 ⊗ 𝐵 × 𝑣).

Notice that thanks to (3.3) we can apply Corollary 3.6 to deduce that the endpoints lie in𝐾𝑙𝑐,Λ𝑟,𝑠 . (In
particular, |𝑆̄| ≤ 2𝑐|𝑢||𝑣| ≤ 𝛿3 min{𝑟

2∕2, 𝑠2∕2}.) The direction of the Λ-segment is

𝑉̄ =
(
2𝑐𝑣, 2𝑆̄, 2𝑐−1𝐵, 2

(
𝐵 × 𝑐𝑣 + 𝑐−1𝐵 × 𝑢

))
,

which belongs to Λ since (3.2) is satisfied. The case 𝐵 ≠ 0, 𝐸 = 𝐵 × 𝑢 + 𝐵 × 𝑣 is now proved. The
general case 𝐵 ≠ 0, 𝐸 = 𝐵 × 𝑣 is obtained as in the proof of Corollary 3.6.
Suppose then 𝐵 = 0. Choose any tiny 𝐵̃ ≠ 0 with 𝐵̃ ⋅ 𝐸 = 0. We may then write 𝐸 = 𝐵̃ × 𝑣 as

above. Now

(𝑢, 𝑆, 0, 𝐸) =
1

2
(𝑢, 𝑆, 𝐵̃, 𝐵̃ × 𝑣) +

1

2
(𝑢, 𝑆, −𝐵̃, −𝐵̃ × (−𝑣) =∶

1

2
𝑉1 +

1

2
𝑉2,

where 𝑉1, 𝑉2 ∈ 𝐾𝑙𝑐,Λ𝑟,𝑠 by the case 𝐵 ≠ 0 and 𝑉1 − 𝑉2 = (0, 0, 2𝐵̃, 0) ∈ Λ. □

3.2 Modifying 𝑽̄ in a single set 𝑸𝒊

As the main building block of the proof of Theorem 1.2, we perturb 𝑉̄ = (0, 0, 𝐵̄, 𝐸̄) in a single
set 𝑄𝑖 , where {𝑄𝑖}𝑖∈ℕ is the family of disjoint open sets corresponding to 𝐵̄, 𝐸̄ in the definition of
piecewise constant fields. Notice that as opposed to [23] the functions 𝜁± are not constant in 𝑄𝑖 .

Proposition 3.8. Under the assumptions of Theorem 1.2, fix 𝑖 ∈ ℕ. There exists𝑉 = (𝑢, 𝑆, 𝐵, 𝐸)with
𝑢, 𝐵 ∈ 𝐿∞([0, 𝑇]; 𝐿2(𝕋3)) and 𝑆, 𝐸 ∈ 𝐿∞(0, 𝑇; 𝐿1(𝕋3)) such that𝑉 solves relaxedMHD equations in
𝕋3, |𝐵 ± 𝑢| = 𝜁± a.e. (𝑥, 𝑡) ∈ 𝑄𝑖 , 𝑉 solves (1.1) in 𝑄𝑖 and 𝑉 = 𝑉̄ a.e. outside 𝑄𝑖 .

Proposition 3.8 follows from slight modifications of the results of [23, Section 7], but below, we
indicate the main ideas. In order to keep the notation consistent with [23] we denote Ω = 𝑄𝑖 .
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RELAXATION OF IDEAL MHD 2409

By assumption, 𝐸̄ and 𝐵̄ are locally constant in Ω̄ with 𝐵̄ ⋅ 𝐸̄ = 0. Furthermore, 𝜁+, 𝜁− ∈ 𝐶(Ω̄)

satisfy

𝑀0(|𝐵̄|2 + |𝐸̄|) ≤ min{𝜁2+, 𝜁
2
−} for all (𝑥, 𝑡) ∈ Ω̄.

Following [23] we write (𝐵̄, 𝐸̄) ≅ 𝜔̄ = 𝑑𝜑̄ ∧ 𝑑𝜓̄, where 𝜑̄ and 𝜓̄ are linear. Our aim is to replace
𝑉̄ = (0, 0, 𝜔̄) in Ω̄ by 𝑉 = (𝑢, 𝑆, 𝜔) which satisfies the ideal MHD equations and |𝐵 ± 𝑢| = 𝜁± a.e.
in Ω.
In analogy to [23, Definition 7.1] we define a class of subsolutions

𝑋0 ∶= {(𝑉 = (𝑢, 𝑆, 𝜔) ∈ 𝐶∞(Ω̄,ℝ15) ∶ there exist 𝜑, 𝜓 ∈ 𝐶∞(Ω̄,ℝ15) such that

𝜔 = 𝑑𝜑 ∧ 𝑑𝜓, (𝑉) = 0, supp(𝑢, 𝑆, 𝜑 − 𝜑̄, 𝜓 − 𝜓̄) ⊂ Ω and

𝑉(𝑥, 𝑡) ∈ 𝜁+(𝑥,𝑡),𝜁−(𝑥,𝑡) ∀(𝑥, 𝑡) ∈ Ω̄}.

With 𝐶± ∶= max(𝑥,𝑡)∈𝑄̄𝑖 𝜁±(𝑥, 𝑡) we denote the weak sequential closure of 𝑋0 in
𝐿2(𝕋3 × [0, 𝑇]; co(𝐾𝐶+,𝐶−)) by 𝑋. Now 𝑋 ∋ {𝑉̄} is a compact metrisable space, and we denote a
metric by 𝑑𝑋 .
We state the main step of the proof of Proposition 3.8.

Proposition 3.9. There exists 𝐶 > 0 with the following property. If 𝑉 = (𝑢, 𝑆, 𝑑𝜑 ∧ 𝑑𝜓) ∈ 𝑋0, then
there exist 𝑉𝓁 = (𝑢𝓁, 𝑆𝓁, 𝑑𝜑𝓁 ∧ 𝑑𝜓𝓁) ∈ 𝑋0 such that 𝑑𝑋(𝑉𝓁, 𝑉0) → 0 and

∫
Ω

(|𝑢𝓁(𝑥, 𝑡)|2 + |𝐵𝓁(𝑥, 𝑡)|2 − |𝑢(𝑥, 𝑡)|2 − |𝐵(𝑥, 𝑡)|2) 𝑑𝑥 𝑑𝑡
≥ 𝐶 ∫

Ω

(
𝜁+(𝑥, 𝑡)

2 + 𝜁−(𝑥, 𝑡)
2

2
− |𝑢(𝑥, 𝑡)|2 − |𝐵(𝑥, 𝑡)|2) 𝑑𝑥 𝑑𝑡.

Asmentioned before , [23, Proposition 7.2] is the special case of Proposition 3.9 where 𝜁+ and 𝜁−
are constant in (𝑥, 𝑡), and the proof of [23, Proposition 7.2] applies with relatively minor changes.
Proposition 3.9 is a perturbation property classical by now in the Baire category approach to
convex integration. With Proposition 3.9 in hand, the proof of Proposition 3.8 follows by gen-
eral methods; see for example [14, 16, 17] and specially [23, pp. 88–89] for the application in this
particular context.

3.3 Adding the perturbations

We finish the proof of Theorem 1.2 by iterating Proposition 3.8.We need to be careful to ensure that
the magnetic helicity does not change along the iteration. This part of the proof is new compared
to [23].

Proposition 3.10. There exist 𝑢, 𝐵 ∈ 𝐿∞([0, 𝑇]; 𝐿2(𝕋3)) that satisfy the assertions of Theorem 1.2.

Proof. Given𝑁 ∈ ℕ, we use Proposition 3.8 to get a solution𝑉𝑁 = (𝑢𝑁, 𝑆𝑁, 𝐵𝑁, 𝐸𝑁) of the relaxed
MHD equations that solves (1.1) in ∪𝑁

𝑖=1
𝑄𝑖 and satisfies 𝑉𝑁 = 𝑉̄ a.e. outside ∪𝑁

𝑖=1
𝑄𝑖 . The a.e.
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2410 FARACO et al.

limit 𝑉(𝑥, 𝑡) = lim𝑁→∞ 𝑉𝑁(𝑥, 𝑡) satisfies lim𝑁→∞ ‖𝑢𝑁 − 𝑢‖𝐿2 = lim𝑁→∞ ‖𝐵𝑁 − 𝐵‖𝐿2 = 0 and is
a solution of (1.1) with |𝐵 ± 𝑢| = 𝜁± a.e. (𝑥, 𝑡) ∈ 𝕋3 × [0, 𝑇]. Thus 𝐵, 𝑢 ∈ 𝐿∞([0, 𝑇]; 𝐿2(𝕋3)).
We then show that(𝐵)(𝑡) = (𝐵̄)(𝑡) a.e. 𝑡 ∈ (0, 𝑇). Since𝐵𝑁 → 𝐵 in 𝐿2(𝕋3 × [0, 𝑇]), it suffices

to show that(𝐵𝑁)(𝑡) = (𝐵̄)(𝑡) a.e. 𝑡 ∈ (0, 𝑇) for every𝑁 ∈ ℕ. In fact, by settingΩ = ∪𝑁
𝑖=1
𝑄𝑖 and

defining 𝑋0 and 𝑋 as in Section 3.2, we approximate 𝐵𝑁 weakly in 𝐿2(𝕋3 × [0, 𝑇]) by a sequence
of subsolutions 𝐵𝑘𝑁 ∈ 𝑋0. Once we show that

(𝐵𝑘𝑁)(𝑡) = (𝐵̄)(𝑡) a.e. 𝑡 ∈ (0, 𝑇) for every 𝑁, 𝑘 ∈ ℕ, (3.4)

we get(𝐵𝑘𝑁)(𝑡) = (𝐵𝑁)(𝑡) a.e. 𝑡 ∈ (0, 𝑇) (see [FLS21, Theorem 2.2] and its proof).
Fix, therefore, 𝑁, 𝑘 ∈ ℕ and recall that for each 𝑖 ∈ {1, … ,𝑁} we can write

𝐵𝑘𝑁 = ∇𝜑𝑖 × ∇𝜓𝑖 and 𝐵̄ = ∇𝜑̄𝑖 × ∇𝜓̄𝑖 in 𝑄𝑖,

where 𝜑𝑖 and 𝜓𝑖 are smooth, 𝜑̄𝑖 and 𝜓̄𝑖 are linear and supp (𝜑𝑖 − 𝜑̄𝑖, 𝜓𝑖 − 𝜓̄𝑖) ⊂ 𝑄𝑖 . Given a vector
potential 𝐴̄ of 𝐵̄, one vector potential of 𝐵𝑘𝑁 is therefore given by

𝐴𝑘𝑁 ∶= 𝐴̄ +

𝑁∑
𝑖=1

(𝜑𝑖∇𝜓𝑖 − 𝜑̄𝑖∇𝜓̄𝑖).

For a.e. 𝑡 ∈ (0, 𝑇) and each 𝑖 ∈ {1, … ,𝑁}we denote𝑄𝑖(𝑡) ∶= {𝑥 ∈ 𝕋3 ∶ (𝑥, 𝑡) ∈ 𝑄𝑖}. By integrat-
ing by parts first on 𝕋3 and then on each 𝑄𝑖(𝑡) we get

∫
𝕋3

𝐴𝑘𝑁 ⋅ 𝐵
𝑘
𝑁 = ∫

𝕋3

𝐴̄ ⋅ 𝐵̄ + ∫
𝕋3

(𝐴𝑘𝑁 − 𝐴̄) ⋅ (𝐵
𝑘
𝑁 + 𝐵̄)

= ∫
𝕋3

𝐴̄ ⋅ 𝐵̄ +

𝑁∑
𝑖=1

∫
𝑄𝑖(𝑡)

(𝜑𝑖∇𝜓𝑖 − 𝜑̄𝑖∇𝜓̄𝑖) ⋅ (∇𝜑𝑖 × ∇𝜓𝑖 + ∇𝜑̄𝑖 × ∇𝜓̄𝑖)

= ∫
𝕋3

𝐴̄ ⋅ 𝐵̄ +

𝑁∑
𝑖=1

∫
𝑄𝑖(𝑡)

(𝜑𝑖∇𝜓𝑖 ⋅ ∇ × (𝜑̄𝑖∇𝜓̄𝑖) − 𝜑̄𝑖∇𝜓̄𝑖 ⋅ ∇ × (𝜑𝑖∇𝜓𝑖))

= ∫
𝕋3

𝐴̄ ⋅ 𝐵̄,

which proves (3.4) and completes the proof of Theorem 1.2. □

4 PROOF OF COROLLARIES 1.3 AND 1.4

Proof of Corollary 1.3. We need different initial vector fields for the case ℎ > 0 and ℎ < 0. We select
them uniformly for the sake of having unified constants.
We first select piecewise constant vector fields 𝐵̄1, 𝐵̄2 ∈ 𝐿∞(𝕋3) such that div𝐵̄𝑖 = 0 and

(𝐵̄1) > 0 > (𝐵̄2). This can be done for example by considering piecewise affine vector poten-
tials 𝐴̄ = (𝐴̄1, 𝐴̄2, 0) ∈ 𝐿∞(𝕋3;ℝ3) such that 𝜕3𝐴̄1 = 1 in supp(𝐴̄2) with ∫

𝕋3
𝐴̄2 𝑑𝑥 > 0 for 𝐵̄1 and∫

𝕋3
𝐴̄2 𝑑𝑥 < 0 for 𝐵̄2. We then fix 𝑀 > 0 such that 2𝑀|(𝐵̄𝑖)| ≥ 𝑀0 ∫𝕋3 |𝐵̄𝑖(𝑦)|2 𝑑𝑦 for 𝑖 = 1, 2,

where𝑀0 > 0 is the geometric constant of Theorem 1.2.
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RELAXATION OF IDEAL MHD 2411

Let ℎ > 0 (The case ℎ = 0 can be proven by minor modifications to [23].)
After scaling, we may assume that (𝐵̄1) = ℎ. In Theorem 1.2, set 𝐵̄ = 𝐵̄1, 𝐸̄ = 0

and |𝜁±(𝑥, 𝑡)|2 = 𝑀0|𝐵̄(𝑥)|2 + 2[𝑒(𝑡) ± 𝑤(𝑡)] − 𝑀0 ∫𝕋3 |𝐵̄(𝑦)|2 𝑑𝑦. Our assumptions give 2[𝑒(𝑡) ±
𝑤(𝑡)] > 2𝑀|ℎ| ≥ 𝑀0 ∫𝕋3 |𝐵̄(𝑦)|2 𝑑𝑦 for all 𝑡 ∈ [0, 𝑇], and therefore 𝑀0(|𝐵̄|2 + |𝐸̄|) ≤ min{𝜁2+, 𝜁

2
−}

for a.e. (𝑥, 𝑡) ∈ 𝕋3 × [0, 𝑇]. Theorem 1.2 now yields a weak solution (𝑢, 𝐵) ∈ 𝐿∞(𝕋3 × [0, 𝑇])

of (1.1) such that (𝑢, 𝐵)(𝑡) = 4−1 ∫
𝕋3
(|𝜁+|2 + |𝜁−|2) 𝑑𝑥 = 𝑒(𝑡), (𝑢, 𝐵)(𝑡) = 4−1 ∫

𝕋3
(|𝜁+|2 −|𝜁−|2) 𝑑𝑥 = 𝑤(𝑡) and(𝐵)(𝑡) = ℎ for a.e. 𝑡. □

Proof of Corollary 1.4. The proof follows immediately by combining Theorem 1.1 with 𝑝 = 3 and
Theorem 1.2. □
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